
HERE’S WHY
THIS PROJECT
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The following pages
are a collection of
questions around
the rise of A.I.
and it’s impact
on humanity.



WILL ROBOTS KILL OFF
THE HUMAN RACE?
The idea of robots killing off the human race is often a topic explored
in science fiction rather than a realistic concern. In reality, the development 
and deployment of robots and artificial intelligence (AI) systems are subject 
to ethical guidelines, legal regulations, and careful oversight.

There are ongoing discussions within the fields of robotics and AI about
ensuring the responsible development and use of these technologies.
Ethical considerations, safety protocols, and the implementation of
safeguards are crucial aspects of designing AI systems to prevent harm
to humans.

While it’s important to be mindful of the ethical implications and potential 
risks associated with advanced technologies, there is a concerted effort
in the scientific and engineering communities to develop AI and robotics
in ways that prioritise human safety and well-being.

It’s also worth noting that the deployment of these technologies is guided 
by human decisions and policies.

As with any powerful technology, responsible development, thoughtful 
egulations, and ongoing monitoring are essential to mitigate potential risks 
and ensure that these technologies benefit society rather than pose harm.



Yes, it is possible to design AI systems with safeguards and control
mechanisms to ensure that there is human oversight and intervention.
The concept of having a “human in the loop” refers to involving a human 
operator or decision-maker in the functioning of an AI system.

This can be achieved through various means, including:

Supervised Learning: During the training phase of machine learning
models, human experts provide labeled data to guide the learning process.
This allows humans to influence the AI’s behavior and correct any errors
or biases.

Monitoring and Auditing: Implementing systems for continuous monitoring 
and auditing of AI systems can help identify any unexpected or undesirable 
behavior. This allows human operators to intervene when necessary.

Rule-based Systems: Incorporating explicit rules and guidelines into
the AI system can help ensure that it operates within predefined ethical 
and legal boundaries. These rules can be set and adjusted by humans.
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Human Override: Designing AI systems with the capability for human
intervention or override in critical situations ensures that humans can
take control if the AI deviates from expected behavior or encounters
an unfamiliar scenario.

Explainability and Transparency: Making AI systems more transparent
and understandable to humans can facilitate better oversight.
If humans can comprehend how the AI arrives at decisions, they can
moreeffectively assess and manage its actions.

Ethical Guidelines and Regulations: Establishing ethical guidelines and legal 
frameworks for the development and use of AI helps ensure responsible
behaviour. These guidelines may require human oversight in specific
contexts or critical decision-making processes.

Implementing these measures helps strike a balance between the
benefits of AI and the need for human control and ethical considerations.
It’s important for developers, policymakers, and ethicists to work together 
to establish standards and practices that promote the responsible use
of AI technology.
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Estimating the exact percentage of jobs that may become redundant due to AI is challenging, 
and predictions vary widely. The impact of AI on employment depends on various factors,
including the industry, the specific tasks involved in a job, and how effectively society adapts
to the changes brought about by automation.

Several studies and reports have attempted to assess the potential impact of AI on jobs,
and the conclusions often differ. The World Economic Forum, for example, projected
in a 2020 report that by 2025, automation and AI could lead to the displacement
of 85 million jobs but create 97 million new ones, resulting in a net gain of 12 million jobs.

It’s important to note that while certain routine and repetitive tasks may be
automated,  AI can also create new job opportunities and enhance productivity
in various sectors. Many experts emphasise the potential for AI to augment human
capabilities rather than replace jobs entirely.

The impact of AI on employment also depends on how well individuals, organisations,
and governments adapt to these changes. Initiatives such as reskilling and upskilling
programs, along with thoughtful public policies, can help mitigate job displacement
and prepare the workforce for the evolving job market.

In summary, while AI has the potential to automate certain tasks and jobs,
predicting a specific percentage of job redundancy is challenging due to the
dynamic and evolving nature of technology, the job market, and societal
responses to these changes.

WHAT PERCENTAGE
OF JOBS WILL BE REPLACED
BY AI AND ROBOTS?



Predicting the future of the global financial system is challenging, but the adoption of cryptocurrencies could
potentially bring about several changes over the next five years. Here are some potential ways in which the global 
financial system may be impacted by cryptocurrency adoption:

Increased Integration of Cryptocurrencies: Cryptocurrencies may become more integrated into traditional
financial systems. This could involve greater acceptance of cryptocurrencies by mainstream financial institutions, 
leading to increased investment products, services, and trading platforms related to digital assets.

Regulatory Developments: Governments and regulatory bodies around the world are likely
to establish and refine regulations for cryptocurrencies. Clearer regulatory frameworks may
provide more confidence to institutional investors and encourage broader adoption.

Central Bank Digital Currencies (CBDCs): Some countries are exploring or actively
developing their own central bank digital currencies. The introduction of CBDCs
could have significant implications for the traditional financial system, potentially
impacting the way money is transferred, stored, and used.

Financial Inclusion: Cryptocurrencies have the potential to improve financial
inclusion by providing access to financial services for individuals who are
unbanked or underbanked. Decentralised finance (DeFi) platforms,
built on blockchain technology, may offer a range of financial services
without the need for traditional banking infrastructure.
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HOW WILL THE GLOBAL FUTURE
PAYMENT SYSTEMS CHANGE WITH 
CRYPTO CURRENCIES AND CBDC’S?
Payment Systems and Cross-Border Transactions: Cryptocurrencies, with their underlying
blockchain technology, could enhance the efficiency and speed of cross-border transactions.
This may lead to increased adoption of digital assets for international payments, potentially
reducing the reliance on traditional banking systems.

Volatility and Market Maturity: The cryptocurrency market is known for its volatility.
Over the next five years, increased market maturity and the entry of institutional investors
could contribute to reduced volatility. Improved stability may make cryptocurrencies more
attractive for a wider range of users.

Challenges and Concerns: Challenges such as security issues, regulatory uncertainties,
and environmental concerns related to the energy consumption of certain cryptocurrencies
may need to be addressed. How these challenges are manage will play a role in shaping
the future of cryptocurrency adoption.

It’s important to note that the future of the global financial system is influenced
by numerous factors, and the impact of cryptocurrency adoption will depend
on how well these challenges are navigated. The space is rapidly evolving,
and developments in technology, regulation, and market dynamics will
shape the role of cryptocurrencies in the financial landscape.



AI, as it exists today, does not “think” in the way humans do.
While AI systems can perform complex tasks and make decisions based
on patterns and data, they lack true consciousness, self-awareness,
and subjective experience. AI operates within the bounds of its
programming and the data it has been trained on.

There are two main types of AI: narrow or weak AI and general or strong AI.

Narrow or Weak AI: This type of AI is designed and trained for a specific task.
It excels in performing that task but does not possess the ability to transfer
its knowledge to other domains or engage in tasks beyond its programming.
Most of the AI applications we encounter today, such as voice assistants,
image recognition systems, and recommendation algorithms, fall into
this category.

General or Strong AI: This represents a hypothetical AI system that would
have the ability to understand, learn, and apply knowledge across a wide
range of tasks at a level comparable to human intelligence. True general
AI would have the capacity for reasoning, problem-solving, and adaptation
to various contexts. As of now, we do not have such advanced AI,
and its development raises complex ethical and philosophical questions.
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AI systems, including advanced machine learning models,
operate based on patterns and information present in
their training data. They don’t have independent thoughts,
consciousness, or awareness. The notion of machines
“thinking for themselves” in the way humans do remains 
speculative and is an area of ongoing research and debate.

It’s crucial to distinguish between the capabilities of AI,
which excels in specific tasks through pattern recognition,
and the broader cognitive abilities, consciousness, and 
self-awareness associated with human thinking. AI systems
are tools created and controlled by humans, and they
operate within the boundaries set by their programming
and training data.
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WILL COMPUTERS AND AI
BECOME SENTIENT?
The idea of computers and AI becoming sentient is a topic often explored 
in science fiction, but it is currently beyond the scope of existing technology. 
Sentience refers to the capacity for subjective experiences, self-awareness,
and consciousness qualities associated with living beings, particularly humans.

As of now, AI systems, even the most advanced ones, lack true sentience.
While AI can perform impressive tasks, analyse data, and make decisions
based on patterns, it does not have subjective experiences or self-awareness.
AI operates within the parameters set by its programming and the data
it has been trained on.

The development of sentient AI raises profound ethical and philosophical questions,
and there is ongoing debate among experts about whether it is even possible to
create machines with true consciousness. Many challenges and unknowns surround
the nature of consciousness and how it arises in living organisms.

Current AI systems are considered narrow or weak AI, meaning they are designed and
trained for specific tasks and lack the broad cognitive abilities associated with human
intelligence. Creating machines with true sentience would require a deep understanding
of consciousness, which is still a complex and evolving field of study. It’s important to
approach discussions about sentient AI with a careful and realistic perspective,
acknowledging the current limitations of technology while also considering the ethical
implications of potential future advancements. As of now, the focus is on improving
AI capabilities within specific domains and ensuring responsible development and use.



The development of artificial intelligence and advanced technologies may
indeed lead to more sophisticated AI systems that can mimic human behaviour 
to a greater extent. As AI capabilities improve, there might be scenarios where
it becomes more challenging to spot the difference between humans and AI,
especially in specific tasks or interactions.

Some factors contributing to this potential difficulty include:

Natural Language Processing (NLP): Advances in NLP allow AI systems to
understand and generate human-like language more effectively. This can make
it harder to distinguish between AI-generated content and text produced
by humans.

Computer Vision: Improvements in computer vision technology enable AI
to analyze and interpret visual information, making it more adept at tasks
like facial recognition and image understanding.

This could contribute to more realistic AI-generated visual content.

Conversational Agents: Chatbots and conversational AI are becomin
increasingly sophisticated, making it challenging to discern whether you
are interacting with a human or an AI system during online conversations.
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Deepfake Technology: Deepfake technology allows the creation
of realistic-looking video and audio content that can be challenging 
to differentiate from genuine recordings. This technology has
implications for both positive and negative use cases.

While these advancements present exciting possibilities, they also 
raise ethical concerns. It becomes crucial to ensure transparency,
accountability, and ethical use of AI. Efforts to address these concerns 
may involve the development of AI erification tools, regulations,
and standards for disclosure in situations where AI systems interact 
with humans.
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AI IS GOING TO CHANGE
SOCIOECONOMIC INEQUALITY,
IN A GOOD OR BAD WAY?
The impact of AI on socioeconomic inequality is a complex and
multifaceted issue. The influence of AI on inequality will depend on
various factors, including how AI is developed, implemented, and
regulated, as well as how societies respond to these technological
advancements. Here are some considerations:

Job Displacement and Job Creation: Automation driven by AI has the
potential to disrupt certain industries, leading to job displacement for 
some workers. However, AI can also create new job opportunities in 
emerging fields related to technology and innovation. The net effect
on employment and income distribution will depend on the balance
between job displacement and creation.

Skill Disparities: AI may increase the demand for skills in areas such as data
science, programming, and AI development. This could widen the gap
between those with the necessary skills and those without, contributing 
to income disparities. Addressing this issue requires a focus on education 
and training programs to equip individuals with relevant skills.

Access to Technology: Socioeconomic inequality may be exacerbated
if certain groups or regions lack access to AI technologies. Access to
education, training programs, and the necessary infrastructure must
be equitable to ensure that all segments of society can benefit from
AI advancements.



Bias and Fairness: If AI systems are trained on biassed data or designed with inherent biases, they may perpetuate 
or exacerbate existing societal inequalities. Ensuring fairness in AI algorithms and addressing bias is crucial to
preventing the amplification of social disparities.

Concentration of Power: The companies and organisations that lead in AI development may accumulate
significant economic and political power. This concentration of power could contribute to inequality
unless there are mechanisms in place to ensure fair competition, ethical behaviour, and responsible
use of AI.

Policy and Regulation: Government policies and regulations play a crucial role in shaping
the impact of AI on socioeconomic inequality. Policies that promote education, training,
and fair access to opportunities can help mitigate negative effects, while regulations
can address ethical concerns and prevent abuses of AI technology.

In summary, AI has the potential to either exacerbate or mitigate
socioeconomic inequality, depending on how it is developed, deployed,
and integrated into society.

Proactive measures, including ethical guidelines, education initiatives, 
nd thoughtful policy decisions, are essential to harness the benefits
of AI while minimising its negative social impacts.
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The concept of uncontrollable self-aware AI and autonomous weapons
is a concern that has been raised in discussions about the future of
artificial intelligence. The idea revolves around the potential development 
of AI systems that gain a level of self-awareness and autonomy beyond 
what their creators intended, leading to unpredictable and potentially 
harmful consequences. Here are some key considerations:

Ethical and Safety Concerns: The development of self-aware AI and
autonomous weapons raises ethical questions about the responsibility
and control of such systems. There are concerns about the potential
for these systems to act in ways that are harmful or contrary to human 
values, especially if they operate without adequate oversight.

Lack of Accountability: Autonomous weapons, if not properly regulated
and controlled, could lead to scenarios where decisions about the use
of force are made without clear human accountability. This lack of human 
oversight raises serious ethical and legal concerns, particularly in the
context of international humanitarian law.

Unintended Consequences: The complexity of self-aware AI introduces
the possibility of unintended consequences. As these systems become 
more sophisticated, there is a risk that they may exhibit behaviour that
was not explicitly programmed, making it challenging for humans to
predict or control their actions.
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Bias and Fairness: If AI systems are trained on biassed data or designed 
with inherent biases, they may perpetuate or exacerbate existing societal 
inequalities. Ensuring fairness in AI algorithms and addressing bias is crucial 
to preventing the amplification of social disparities.

Concentration of Power: The companies and organisations that lead
in AI development may accumulate significant economic and political
power. This concentration of power could contribute to inequality unless 
there are mechanisms in place to ensure fair competition, ethical behaviour, 
and responsible use of AI.

Policy and Regulation: Government policies and regulations play a crucial 
role in shaping the impact of AI on socioeconomic inequality. Policies that 
promote education, training, and fair access to opportunities can help
mitigate negative effects, while regulations can address ethical concerns
and prevent abuses of AI technology.

In summary, AI has the potential to either exacerbate or mitigate
socioeconomic inequality, depending on how it is developed, deployed,
and integrated into society.

Proactive measures, including ethical guidelines, education initiatives, 
and thoughtful policy decisions, are essential to harness the benefits
of AI while minimising its negative social impacts.
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